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Abstract—  In this paper, a high performance reconfigurable combined architecture of Discrete Wavelet Transform (DWT), Matrix Multiplication and 
Fast Fourier Transform is presented. This reduces area and become cost-effective. In the proposed DWT architecture the input data are separated as 
even and odd numbers of data as well as both data are inputted parallel. This cause faster DWT operation then conventional architecture. In conven-
tional architecture N-point DWT is computed in N cycles where proposed architecture N-sample sequence is computed in only N/2 cycles. Therefore 
they are at least twice as fast as the conventional architecture. On this paper we have proposed the parallel based reconfigurable Matrix Multiplication 
architecture as well as the pipeline reconfigurable Fast Fourier Transform architecture which increase the speed of computation. This paper also pre-
sented a novel reconfigurable architecture for implementing DSP algorithms. 
Finally we showed the mat lab simulation result of the proposed FFT architecture and Matrix Multiplication simulation result verified using mentor 
graphics tool. The proposed three architectures are synthesis using XILINX ISE 9.1i version and the results have been presented. 

 

Index Terms— Discrete Wavelet Transform, Matrix Multiplication, Fast Fourier Transform, Processing Elements,Switch Matrix, Random Access 
Memory,Very large scale integration circuits 

.   

——————————      —————————— 

1 INTRODUCTION                                                                     
 n recent years, DWT become a popular tool for many signal 
and image processing application. This is because it has fea-
tures such as progressive image transmission by quality 

image resolution and ease of compressed image manipulation 
.The demand of low power VLSI circuit in modern wireless 
communication systems is all the time growing. On the other 
hand, advances in the VLSI technology have reduced the cost 
of hardware. Therefore, the possibility of reducing period, 
even at the cost of increasing the hardware is becoming an 
important issue. In fact, low period devices are important also 
for low-power utilization.  
The above consideration has motivated the work of this paper 
which shortly process scalable architecture having a 
AT2parameter which is approximately ½ of that of already 
existing devices and the proposed DWT architecture which 
can compute N-sample sequence in N/2 cycle as well as this is 
parallel base architecture approach for faster operation.  
Matrix Multiplication is one of the most fundamental and im-
portant problems in science and engineering. Many other im-
portant matrix problems can be solved via Matrix Multiplica-
tion, e.g. finding nth power, the inverse, the determinant, Eigen 
values etc. Many graph problem are also reduced by Matrix 
Multiplication . 
 

 

So we have required high speed computation. Above consid-
eration we are presented a parallel based Matrix Multiplica-
tion architecture which increases the speed of computation.   

 
Fast Fourier Transform (FFT) has thus evolved as an efficient 
algorithm for computing DFT. It is an important improvement 
on the Discrete Fourier Transform Algorithm due to the 
achievement of significantly lower computational complexity. 
This paper presents a pipeline FFT architecture which is recon-
figurable to the size of FFT problem, the clock speed of execu-
tion the number of memory module used at each stage.  
On the other hand this architecture consists of reconfigurable 
Processing Element (PE) array and reconfigurable address 
generator, featuring dynamically reconfigurable capability.     

2 CONVENTIONAL  DISCRETE WAVELET TRANSFORM 
 
A basic implementation of a 1-D DWT [3] has been done by 
using the Daubachies wavelet coefficients. Two different out-
put bands are produced by applying two FIR filters on data 
input samples. A low pass filter produced low frequency data 
by using h(x) coefficient as well as high pass filter produced 
high frequency data by using high pass filter coefficient g(x). 
The conventional DWT [3] consisting of N- tap low pass filter 
and N-tap high pass filter. Input data are  
                      a(0) a(1) a(2) a(3) ……..a(N) 

During one cycle filtering is operated and the filtered values 
are stored for next octave. Since one input data are filtered during 
one cycle, the computation period is N. 
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3 DRAW BACKS CONVENTIONAL  DISCRETE WAVELET 
TRANSFORM  

         From the above discussion we come to the point that-- 
a. N-points  DWT  computed in N-cycles. 

b. More number of hardware is required. 

c. Power utilization is more. 

d. Speed is reduced 

e.  Required more area. 

f.  Fixed in only one application. 

4    PROPOSED ARCHITECTURES 
 
Convolution needs only multiplication and addition, we ex-
pected the architecture that performed DWT consists of multi-
plier, adder and some register. On this similarity we separated 
the filter in two parts, one has even index coefficient and other 
has odd index coefficient. For simplicity we called it even filter 
and odd filter respectively. If input samples are even then it 
filtered by even filter and odd number of samples filtered by 
odd filter. In octave 1 low pass filtered output stored in regis-
ter R for computation octave 2. 

 
 
 
 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The input data are divided odd and even no of data. Then odd 
and even no of data inputted parallel . Let the input data like 
this.  
                 a(0),a(2),a(4),a(6),…………….. 
                 a(1),a(3),a(5),a(7),…………….. 
During one cycle, filtering is operated and the filtered values 
are stored for next octave. Two input data are filtered during 
one cycle,the computation period is N/2. 
In this paper we proposed an architecture that is capable of 
handling matrices of variable sizes. The hardware suggested 
incorporates a high degree of parallesim to achive large 
through put. The design involve a noval approch to multiply 
two numbers in a single clock cycle. Also parallel approch for 
fast computation. In this paper also we present reconfigurable 
processing  element, using those processing element we 
compute any Matrix Multiplication without changing the 
hardware and algorithm. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1. Block diagram of proposed DWT architecture(octave1)  

 

Fig. 2.  Block diagram of proposed DWT architecture(octave2) 

 

 

Fig. 3.  Block diagram of NXN input matrix 
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The above figure illustrates two input matrices each of order 
NXN. Here we are considering only square matrices for 
explanation purpose. If 2 rectangular matrices are given as inputs, 
the hard ware checks for the condition of matrix multiplication 
and continues the work. The hardware for the implementation of 
multiplication of matrices in figure3 is as given in figure 4. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

     Bit stream for 4x4 Matrix Multiplication. 
                        u= 1      1    1        1            0 
                         v= 1      1       1         1            0 
                         w=1      1   1         1             0 
             x=1       1   1         1             0 
 
The proposed FFT architecture consists of Processing Elements 
(PEs). Number of PEs required with respect to FFT computa-
tional points. The mathematical representation of decima-
tion-in-time algorithm as follows: 
           N-1 

X(K)=∑  WknN 

           n=0 

        
        =∑ n=even X(n) WknN  +=∑ n=odd X(n) WknN 

 
                  N/2 -1                                   N/2 -1 

        =  ∑ X(2m)Wk2mN  + ∑ X(2m+1)Wk(2m+1)N 

                 m=0                      m=0 

W2N  = WN/2   with  this substitution can be expressed as---- 
            N/2 -1                                            N/2 -1 

X(K)= ∑  f1(m)WkmN/2  + Wk  ∑  f2(m) WkmN/2 
           m=0                               m=0 
X(k)=F1(k) + WkN F2(k)  ,k=0,1,..,N/2-1 
X(k+N/2)=F1(k) - WkN F2(k) , k=0,1,..,N/2-1 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The decimation of the data sequence can be repeated again and 
again until the resulting sequences are reduced to one point 
sequences. For N=2J, this decimation can be performed J=log2N 
times. Thus the total complex multiplication is reduced to N/2 
log2N. Number of complex addition is Nlog2N. 

 

Fig 6.  Block diagram of pipeline reconfigurable FFT 

While one PEs array is being reconfigured the other array is 
computing one step of FFT. Reconfigurable interconnection 
network control the PEs for computing FFT, shown in figure 6 
. 

 

Fig. 4.  Block diagram of NXN input Matrix Multiplication 

 

 

 

 

Fig. 5. Block diagram of reconfigurable FFT 
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Fig 7. Combined architecture of DWT, Matrix Multiplication and FFT 

 

Fig 8.Plot of computational complexity versus no of points 

 

TABLE I.       Comparison of Computational Complexity of Two DWT  

Number 
of point 

Direct multiplication 
by pipeline 

Architecture 
(N+N/2+N/4+..N/2j-1) 

Direct Multiplication 
by Proposed Architec-
ture (N/2+N/4+ 
N/8..+N/2j) 

Speed 

16 30 14 2.14 
32 62 30 2.06 
64 126 62 2.03 
128 254 126 2.01 
256 510 254 2.00 
512 1022 510 2.00 

 
J=No of stage, J=log2N 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

5.  RECONFIGURABLE PES ARRAY 
The entire processing elements within each processor array 
are similar in design. Each processing element consists of 
Random access memory (RAM) block, Address generator 
block, Multiplier and Adder/subtracted block, RAM block is 
used to store the input data to the processing element. Second 
memory is used to store input data, this data added or sub-
tracted with the multiplier output. There are two address gen-
erators. The first is used for supplying read addresses to the 
RAM block internal to the PEs. The second is used for supply-
ing write addresses for the data that exit the PEs showed in 
figure 10. The addressing scheme is same for both address 
generators.  The data path can be dynamically reconfigured as 
using configurable bit stream. 
 
 
 

 

 

 

 

 

 

 
 

 
 
 

 

Fig. 9. Speed comparison of two DWT architecture 

 

 

 

 

 

 

Fig. 10. Basic structure of processing element(PE) 
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6. ARCHITECTURE OF NOVEL RECONFIGURABLE DIGITAL                  
SIGNAL PROCESSOR 

The architecture makes use of some building blocks like pro-
cessing elements (PEs).Implementing all these blocks on LUT 
based platforms for their dynamic reconfiguration depending 
on the algorithm to be realized, becomes very expensive with 
respect to power consumption. So, the functional building 
blocks (PE) are made fixed in hardware and a reconfigurable 
switching matrix has been incorporated in order to establish 
connections among them for implementing a particular algo-
rithm. Thus the width of the configuration bit stream is signif-
icantly reduced as the switching matrix only need to be con-
figured for realizing a given function which is turn reduced 
the size of the configuration memory. The bit stream for con-
figuring the switching matrix depending on a particular func-
tion is stored in configuration memory which is generally 
flash memory. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

7 EXPERIMENTATION AND RESULTS 
The multiplier unit of processing element described in this 
paper has been implimented by us.This being heart of the 
entire system .The multiplier unit of the system has been 
design to multiply two number.The code for the circuit is 
written in verilog using XILINX ISE 9.1i version.The 
multiplier unit of the system is implimented and tested on 
FPGA board for proper working.Wide range of input 
combination is given and the output has been verified. 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

8. COMPARATIVE STUDY OF HARDWARE UTILIZATION ON 
DWT ARCHITECTURE BY XILINX ISE 9.1I 

 
  /Synthesis Result of DWT pipeline architecture 

Device utilization summary: 

Cell usages :                                             202 
Number of Slices:                                     57 out of 10752      
Number of Slice Flip Flops:                     83 out of 21504      
 Number of 4 input LUTs:                        79 out of 21504      
Number used as logic:                              78 
Number used as Shift registers:                  1 
 Number of IOs:                                        28 
Number of bonded IOBs:                      28 out of   448      
 
Timing Summary: 
--------------- 
Speed Grade: -10 
 
Minimum period: 2.592ns 
Minimum input arrival time before clock: 4.494ns 
Maximum output required time after clock: 4.677ns 
 
Speed: 385.840MHz  
/Synthesis result of proposed DWT parallel pipeline architecture 

Device utilization summary: 

Cell usage:                                   133 
Number of Slices:                           27  out of  10752     

 

Fig. 11. Architecture of a reconfigurable processor 

 

 

 

 

 

 

 

 

Fig. 12. Basic structure of processing element(PE) 
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 Number of Slice Flip Flops:             2  out of  21504        
Number of 4 input LUTs:               45  out of  21504      
 Number used as logic:                    33 
Number of IOs:                               28 
 Number of bonded IOBs:               28  out of    448        
Number of DSP48s:                          1  out of     48           
 
Timing Summary: 
--------------- 
Speed Grade: -10 
 
 Minimum period: 0.798ns  
 Minimum input arrival time before clock: 2.404ns 
 
Speed: 1252.662MHz 
 
 Power summary:                                                         P(mW) 
  ---------------------------------------------------------------- 
 Total estimated power consumption:                             452 
  
 
 

8.1    TIME DELAY CALCULATION OF DWT, MATRIX     
MULTIPLICATION AND FFT 

 
FFT:  
Total Time      13.681ns            (12.870ns logic, 0.811ns route) 
                                                        (94.1% logic, 5.9% route) 
 Matrix Multiplication: 
Total Time     9.893ns            (9.348ns logic, 0.545ns route) 
                                                     (94.5% logic, 5.5% route) 
DWT: 
 Total Time    14.893ns          (12.208ns logic, 2.685ns route) 
                                                    (82.0% logic, 18.0% route) 

9      CONCLUSION 
In this paper we have proposed a novel reconfigurable  
architecture which performed   DWT of  N-sample sequence in 
only N/2 clock cycles.This result allows high speed and it has 
been achived by means parallel pipeling.Hence , the  proposed  
architecture can be applied in image transmission in wireless 
network as well as digital signal processing which required 
high speed processing. Proposed parallel based matrix 
multiplication architecture which increase the speed of 
computation and it is reconfigurable with the need of specific 
application. When the proposed pipeline FFT architecture the 
PEs arrays are reconfigured,the other PEs arrays are 
computing one step of  FFT. So,it give the higher  speed on  
computation as well as the hardware complexity is reduced. 
The computational complexity analysis of  FFT  proved that it 
is better than the equivalent DFT. The use of functional 
building blocks(PEs) in fixed hardware for performing the 
DSP computations increases performance,while retaining 
much of the flexibility of a software solution by incorporating  

a reconfigurable switching matrix in order to configure 
connectivity among the blocks for a specific application. Thus 
it can be concluded that the proposed reconfigurable DSP 
processor can provide higher performance in terms of speed of 
execution. 
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